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Abstract

The general requirements of an image fusion process are that it should preserve all valid and useful pattern
information from the source images, while at the same time not introducing any artifacts. However it is not possible
for the fusion algorithms to combine images that may contain all information from the source images without
introducing some form of artifacts. As the image fusion technologies have been developing in many applications such
as remote sensing, medical imaging, machine vision, military applications in recent years, the methods that can assess
or evaluate the performance of fusion algorithms are of very important. Since the various image fusion algorithms
combine images at different levels, they may result in some form of artifacts in the fused image. Hence more number
of methods or quality metrics is required to evaluate the quality of fused image. This paper described twelve image
quality metrics which are used to evaluate the quality of an image. Using these metrics, some of the image fusion
algorithms are evaluated and are clustered into three groups (good, average and worst) using Fuzzy-C-Means (FCM)
clustering technique by considering the cumulative metric value as an objective criterion.

Keywords: Image Fusion, Quality Metrics, Pyramid, FCM.

temporal images of the same scene are capturedrbg s
camera but at different times. In all these casesbtain
h animage that contains all details, image fusiaumsisd.

more than one image are fused to create a singigeim'mage fusion is generally performed at three odifer

which is more informative and accurate than anyhef '€Vels of information representation that is pixevel,
source images. The process of image fusion is peeio [€ature level and decision level [10,7,12]. In pilevel
for multi-focus, multi-sensor, multi-temporal, miult iMage fusion, simple mathematical operations apgieg
modality images. In multi-focus images, the objentthe ©N the pixel or intensity values the source images.
scene which are closer to the camera are in fosdgree However these methods usually smoothens the sharp
farther objects get blurred. When the farther dsjere ©dges or leave the blurring effects in the fusedgen In

focused, the closer objects get blurred. To achiawe f€ature level image fusion, the source images are
image where all the objects are in focus, the infag®n segmented into different regions (features) andvtilees

is used. In remote sensing applications, most rem@t'® calculated for the segmented regions. Usingéthye

sensing sensors [20], such as Landsat 7, SPOTo:tkolJ“Sion rqles, the featur.e_s are selgcted and .corub'c_nget
QuickBird, GeoEye-1, and WorldView-2, simultanequs|® fused image. In decision level image fusion,dbgcts
collect low resolution MS and high resolution Perages. N the source images are detected first and theedfu
To effectively fuse the low resolution MS and high'Sing any of the fusion algorithms.

resolution Pan images efficient fusion algorithm® a . . :

required. Satellites, such as QuickBird, IKNOS, JRZ:number of image fusion algorithms have been priese
bundle 1:4 ratio of a high resolution (HR) panchatim " the literature [13,11]. This paper considers [3én
(PAN) band and low resolution (LR) Multispectral Gyt Fusion Methods, PCA and Pyramid Fusion Methods

bands in order to support both spectral and spatpftS€d on pixel level. A brief description aboutsthe
resolutions [11]. Image Fusion algorithms are used methods and also its pseudo-code was presentedein t

combine the spatial information present in the Firdge conference [10].
and spectral information present in the LR MS insage . . :
into an single image. Whereas in Medical applicatjo Evaluation of Image Fusion algorithms are of very

multi-modality images of the same scene are capthye '

1. Introduction

Image fusion is a sub-field of image processingviric

important, since quality of a fused image is reeglir

different modalities (IR, MRI, PET, and EMRI) rewuln >0me of the reference image quality metrics was
an image containing different pattern informatisfulti-  Presented in the conference and fusion algorithras w

ISSN : 2349 - 6363
280



Inter national Journal of Computational Intelligence and Informatics, Vol. 1: No. 4, January - March 2012

guantitatively evaluated using those metrics [10Jhis the difference images in creating the pyramids. In
paper includes some more reference and non-referehaplacian pyramid, the difference image at leveisk
metrics and based on that fusion algorithms aréuated obtained by subtracting an image unsampled and then
and classified using clustering technique. Thtadas low-pass filtered at level k+1 from the Gaussiamge at
been organizedinto an efficient representationt thi@vel k. Whereas in FSD pyramid [2, 5], this difface
characterizes the population. Clustering [9], p@cess in image is obtained directly from the Gaussian image
which observed data or entities are grouped togethe level k subtracted by the low-pass filtered image o
form a number of clusters in such a way that thifies Gaussian image. FSD pyramid fusion method is
within a cluster are more similar to each othenttizose computationally more efficient than the Laplacian

in other clusters. pyramid by skipping an unsampling step.

2. Fusion M ethods Gradient Pyramid is obtained by applying as set of 4
! ] directional gradient filters (horizontal, verticand 2

a.Simple Fusion Methods diagonal) to the Gaussian pyramid at each leveledkth

Simple fusion methods [10] such as simple averaggye| these 4 directional gradient pyramids anmitioed
weighted average, maximum selection, miNIMURgether to obtain a combined gradient pyramidii@} is
selection perf_orm some simple mat_hematlcal calmnat gimilar to a Laplacian pyramid. Therefore Gradient
on the raw pixel values of source images to gaised yramid fusion is same as the Laplacian pyramidofus
Image. except the Laplacian pyramid is replaced with the

o , combined gradient pyramid.
b. Principal Component Analysis (PCA)

Principal component analysis is a mathematical@uore  Ratio of Low-Pass pyramid is constructed by taking the
that transforms a number of potentially correlateghtin of two successive levels of the Gaussian mida
variables into a smaller number of uncorrelatedabdes Ratio of low-pass pyramid [13] is very similar to

called principal components. PCA also called aHng Laplacian pyramid fusion except replacing the Lajala
Transform [13]. A common way to find the principalpyramid by the ratio of low-pass pyramid.

components of a data set is by calculating theneigetors

of the data covariance matrix. The projectionshef data Morphological Pyramid is obtained by applying the
on the eigenvectors are the principal componente Tmorphological filters [12,15] to the Gaussian pyid
corresponding eigenvalues give an indication of thgstead of low-pass or band-pass filters at eaetl land
amount of information that the respective principghying the difference between two neighboring level
components  represent.  Principal  componen{ssrphological filter is used for noise removal dnthge
corresponding to large eigenvalues represent ae lakgnoothing. It is similar to low-pass filter, batdoes not
amount of information in the data set and that comemt change shapes and locations of objects in the imiage

is considered for fused image. composed of a number of elementary transformatikas
_ closing and opening transformations. The opening
c. Pyramid Methods operator consists of other two operators, erogidiovied

Image pyramid is a data structure designed to StppRy gjlation. The morphological pyramid fusion isnilar
multl-resolu_tlon image analysis thr_ough reduced geaiy |aplacian pyramid fusion except replacing the
representation [1]. An image pyramid can be desdrifs Laplacian pyramid by the morphological pyramid.

a collection of low-pass or band-pass copies dfréginal

image in which both sample density and resolutie® acontrast Pyramid construction is similar to ratio of low-
decreased in regular steps. The basic strategynabeé 55 pyramid. Contrast is defined as the ratio hef t
fusion based on pyramid is to construct a fuse@mid jifference between luminance at a certain locaiiiothe
representation from the pyram|d_ repre_sentatllonsthef image plane and background luminance to the local
original images. The fused image is obtained binge  packground luminance. Contrast pyramid fusion [i3]
inverse pyramid transform. There are several pwam'performed as follows: First, a ROLP pyramid is
based fusion schemes available and some of them gg&siructed for each of the source images. NeRatio
given below. of Laplace pyramid is constructed for fused image b

) ) ) ) selecting values from corresponding nodes of the
Laplacian Pyramid of an image is a set of band'pasﬁomponent pyramids.

images, in which each is a band-pass filtered aafpiys
predecessor.Band-pass copies can be obtained
calculating the difference between low-pass images
successive levels of a Gaussian Pyramid [5]. Ind@an Image quality assessment plays an important rolellin
fusion approach the Laplacian pyramids for inpuages image processing applications. Image quality metae
are used. A strength measure is used to decidevidiioh used to benchmark different image fusion algorithgs
source what pixels contribute at each specific $ampgomparing the objective metrics. The objective mstr
location. For example local area sum can be used aguantify the difference in the fused image. Iméggon
measure of strength. quality metrics can be divided into two categories:
reference and non-reference [13] quality metricke T
Filter-Subtract-Decimate Pyramid is very similar to reference quality metric evaluates against thereafse
Laplacian pyramid and only the difference is inaohing image. These image fusion quality metrics may lieeei
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gualitative or quantitative. In practical applicats, The standard deviation represents the differencerof
neither qualitative nor quantitative evaluationraowill image
satisfy the needs perfectly [14]. So mostly, both

N
gualitative and quantitative assessments are uBgd. a'\/ﬁ];;m("” 2 (8)
considering A and B as input images, F as Fuse@jémayhere Z is the mean value of fused image. The bigge

and R as reference image, the quality metrics efiéel yajue of standard deviation means more differenwaf
as follows. images.

Non-reference Quality Metrics e. Root M ean Square Error (RM SE)

The non-reference metrics [7,3,10] does not reqaile RMSE between the reference image and the fusedeimag
ideal image as a reference to calculate the medilices. s defined as follows.

The value is calculated either only by using a duiseage T oo —
or using both input images and fused image. These RMSE:\/E,;]Z;(R‘ )-RiD 9)

matrices are very useful when the reference imaget Higher the value represents the fused image is rlame
available. quality.

a. Entropy (E)

Entropy is defined as amount of information corgdirn
a signal. The entropy of the fused image can b&uated
as

f. Peak Signal to Noise Ratio (PSNR)
The PSNR between the reference image and the fused
image is defined as follows.

PSNR=10 Xlog,( Peak/ MS} (10)

E= _i plog, p (1) Higher the value represents the fused image istgréa
s quality.
Where L is the number of pixel levels in the fused
image. Pis probability of occurrence of a particular gra@- Average Difference (AD)
level i. Entropy can directly reflect the averagdhe AD between the reference image and the fusadem
information content of an image. If entropy of fdseis defined as follows.

image is high, it indicates that the fused imagetaios
more information.

b. Root Mean Square Error (RM SE)

(11)

Higher the value represents the fused image is more
deviated from the reference image.

R N
AD=—-3"3 |A -8

i=1 j=1

RMSE between the input images and the fused imsage i

defined as follows

m

I
F-l—\/mn;%(A(hJ) F.j)) (2)
I
EZ—\/ﬁ;;(B(LJ) Fa.j)) 3)
Then,
(4)

RMSE=( B+ BR)/2
Lesser value represents the fused image is gogdaility.

c. Spatial Frequency (SF)
Spatial frequency is used to measure the overtllitycof
a fused image and is defined as

SF=+SE+ CE )

Where RF and CF is row frequency and column frequen,

[1&& L r e

RF—Jmngg(F(u,n F(i.j-D) (6)
[T eE e

CF—Jmn;;(F(I,J) F-1))) 7)

A large value of special frequency describes thgela
information level in the image.

Reference Quality Metrics

The reference quality metrics [4,19] require analde
image as a reference to calculate the metric vallles
value is calculated using both input images andedus
image.

d. Standard Deviation (SD)

h. Structural Content (SC)
The Structural Content between the reference infge
and the fused image F is defined as

sc=33(R)' /S3(¢) (12)
It indicates the ratio between the contents of duseage

and the reference. If this value is nearly equivate 1.0
both these images have same content.

i. Normalized Cross Correlation (NCC)
The Normalized Cross Correlation between the refare
image R and the fused image F is defined as

nee=33 R0 /S5 (/) (13)

Higher the value represents the fused image iseclts
the reference image.

j- Image Quality Index (1QI)

Image quality index measures the similarity betwaen
images.
_m, _2xy 2mm
QI = —_—

mm Xy i (14)
Its value ranges from -1 to +1. 1QIl is equal tof bath
images are identical.

k. Cross Entropy (CE)
Cross entropy represents the difference of two ésamnd
defined as

L-1 p
CE=) plog,—
i=0 q

(15)
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The smaller value of entropy of intersection me#ms of a point to multiple clusters rather than onestdu
fusion acquires more information from the origimahge. completely. The summation of the degrees of a poiatl
clusters is defined as 1. In Fuzzy C-Means the nudan

I. Normalized Absolute Error (NAE) degree of all points weighted against belongingato
The Normalized Absolute Error between the referenctuster forms the centroid. The distance of thesteluis
image R and the fused image F is defined as inversely proportional to the degree of belongingisen
Wy <3S the real parameter m>1 is used to conventionalim a
NAE= -F
;;l R-F Z.Z; § (16) fuzzify so that the sum equals 1.

Higher the value represents, the fused image igdlaw
quality. The methodology used to for implementing the Fugzy
Means clustering is described as follows.

4. Clustering Techniques ' ) _ _ ) )
i. Fuse the input images using various fusion

Clustering is a technology that is being used imyna algorithms and obtain the fused image.

technologies [9] that are emerging today. Clusterin

means grouping of objects into different groupsedas | ii. Calculate the various metric values using the
upon some common characteristics. above mentioned equations for each fused image.
The members of a cluster can’t be defined veryipebc iii. Obtain the summative value of all metric

as there are many ways to represent a cluster. TH values for each of the image.
members are formed only based upon the way théeclus | )
is defined. For example, at times the cluster migat | iv- Define the number of clusters 'n".
deflned_\_/ery distinctively so th_at every membefsfahto v. Call the built-in function ‘fcm’ by passing
a specific group. At other times the cluster may be .
overlapping with each cluster, thus making one reamitp number_of cluste_rs and an array containing the
fall in more than one group. summative metric value.

vi. Get the clustered plot and store it

The most commonly used clustering techniques inyman

of the applications [17,18] are )
5. Experimentsand Results

1. K-Means Clusterin . . . .
g The above mentioned fusion algorithms are testeti wi

2. Fuzzy C-Means Clustering various multi-focus, multi-modality and multi-semso
] o images. For all data set, metric values are cakedland
In this paper, Fuzzy C-Means clustering is adafdted fysion algorithms are clustered using Fuzzy-C-Means
classify the fusion algorithms into various clustf&ood, clystering technique based on summative metriceglu
Average & Worst] based on the cumulative value QbsNR, SF, NAE an AD) as objective function. Since

quality metrics. these metric values has predominant role in imagf.

Fuzzy C-Means Clustering F = (PSNR + SF + NAE — AD) (18)

Fuzzy clustering is a method to get “natural groupshe patg Set1:
fusion algorithms using an assumption of a fuzzlyssti
on clusters. The fuzzy set thepry allows an eleméme To allow helicopter pilots navigate under poor Ity
data to belong to a cluster with a degree of mesther congitions (such as fog or heavy rain) helicoptare
that has a value in the interval [0, 1]. The mosowN equipped with several imaging sensors, which can be
method of fuzzy clustering is the Fuzzy C-MeansNFC yiewed by the pilot in a helmet mounted displaytypical
method [8]. sensor suite includes both a low-light-televisiah TV)

) ) ) sensor and a thermal imaging forward-looking-irdtar
The membership grades of an entity decide the degfre (£ |R) sensor. In the current configuration, théoptan
the entity to which it belongs in a_clgster in fuzget choose on of the two sensors to watch in his djspla
theory. Fuzzy C-Means tries to imitate K-means ifossible improvement is to combine both imagingsesi

minimizing the objective function into a single fused image which contains the refeva
IRCRSTRY 2 image information of both imaging devices. In Figql

J= i) 1% 17 : . .

;;(q‘) H)S YH (7) shows the LLTV sensor image. It has clear inforovati

Where y is the membership degree of datatx the about the trees, buildings etc. But the runwayosatear
cluster y. The parameter m is called the fuzzifier factonere. Fig.1 a2 is FLIR sensor image which has clear
and determines the level of cluster fuzziness. Tlhformation about runway. Fig.1 a3 is an ideal imag
objective of the Fuzzy C-Means algorithm is th#hich is used as the reference image for calcigatire
minimization of the intra-cluster variability. quality metric values. The output images of varitugon

algorithms are shown in Fig.1. Also, the cluster@ighe
Each point is assigned a degree of belonging tluster various fusion algorithms using Fuzzy C-Means eltisg
in Fuzzy clustering. This degree determines therigghg technique is shown in Fig. 2.
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Fig. 1 Input, Reference and Output Images of
Pilot Data Set

al) LLTV Sensora2) FLIR sensor3) Reference Image

bl) Averageb2) Max. Selectiorb3) Min. Selection

cl) Weighted Average2) PCA Methodc3) FSD Method

d1) Laplaciand2) Ratio of low-pass pyramid3) Gradient
el) Morphological Pyramia@2) Contrast Pyramid

Clustering of Fusion Algorithms - Pilot Image
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Fig. 2 Clustering of Image Fusion Algorithms for
Pilot Image using Fuzzy C-Means Algorithm
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Data Set2:

algorithms combine both these images into a simyége
that contains all the details. In Fig. 3 a3 is éeal image
that contains both the pattern information avadabi
visible image and as well as in infrared image. ®htput
images of various fusion algorithms are shown ig. Bi
and the clustering of various fusion algorithms dorUN
Camp is also given in Fig. 4.

2 3
o -

1

Fig. 3 Int, Rference and Output Images of
UN Camp Data Set

al) Visible Imagea2) IR Imagea3) Reference Image
bl) Averageb2) Max. Selectiorb3) Min. Selection

cl) Weighted Average2) PCA Methodc3) FSD Method
d1) Laplaciand2) Ratio of low-pass pyramid3) Gradient
el) Morphological Pyramia2) Contrast Pyramid

Clustering of Fusion Algorithms - UN Camp Image
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Fig. 4 Clustering of Image Fusion Algorithms for
UN Camp Image using Fuzzy C-Means Algorithm

All the above mentioned image fusion algorithms afgata Set3:

tested with UN Camp data set (visible image anchiefl

image). In Fig.3 al shows the visible image whichig-5 shows the multi-focused input images, an lidea
contains the information that can be seen througakad image and the output of all fused algorithms. 9.5 al
eye. In Fig.3 a2 shows the infrared image that thas is right-focused, a2 is left-focused and a3 is deali

information which cannot be seen visibly. The magnage which is both left and right focused. Thestduing
standing behind the bushes can be seen in theradfra

image which is not available in visible image. Theion
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of these fusion algorithms for multi-focused imaige
shown in Fig.6.

Fig. 5 Input, Reference and Output Images of
Multi-focused Clock Data Set

al) Left Focused?) Right Focuse@3) Reference Image
bl) Averageb?) Max. Selectiorb3) Min. Selection

cl) Weighted Average2) PCA Methodc3) FSD Method

d1) Laplaciand2) Ratio of low-pass pyramid3) Gradient
el) Morphological Pyramia@?2) Contrast Pyramid

Clustering of Fusion Algorithms - Multi-focused Clock Image
Bl : ; T . T : : T :
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Fig. 6 Clustering of Image Fusion Algorithms for ltiu
focused Clock Image using Fuzzy C-Means Algorithm
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6. Discussions

In the figure 2, the ‘Good’ cluster contains minimu

selection, PCA, FSD and Laplacian Pyramid methods.
Among all those methods, Laplacian has the highest

cumulative value. In the figure 4, the FCM classfi
PCA, Laplacian, Morphological and Contrast as ‘Goo
cluster. Figure 6 shows that Laplacian method dslin

‘Good’ cluster. From these clusters and also frdma t

output images it is once again [10] proved that the
Laplacian method results a better performance

7. Conclusion

The quality of an image is very important and eweare
crucial in most of the applications such as Medical
Analysis and Diagnosis, Remote Sensing, Defense
Applications and Computer Vision. A single metiscniot
enough to determine the quality of a fused imagendd
more number of metrics (both reference and non
reference) is required to evaluate them. In thisepal2
image quality metrics are discussed and succegsfull
tested for various data sets and found that Lagaci
method results in good performance.
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